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"Hauionanbnuii Texuiunmnii ynisepcurer Ykpainn

“KuiBcbkmii noJritexniyamnii incrutyt imeni Iropst Cikopceskoro”

HNIABAUINEHHSI EHEPTOE®@EKTUBHOCTI ®ACATHOI
COHAYHOI EJIEKTPOCTAHIII 31 3BACTOCYBAHHAM
HITYYHOI'O IHTEJIEKTY

Cmammio npucesiyeno onmumizayii COHUHUX omoenekmpuynux cucmem. Memoio cmammi € ananiz
OCMAHHIX OOCTIONCEHD | CYUACHUX NIOX00i68 00 NOKPAUJCHHS eHEPeOePeKMUGHOCE COHAUHUX CIMAHYILL.

Y ecmammi poszenanymo cyuacni npobremu pooomu COHAUHUX e1eKMPOCANYIL 8 YMOBAX WINbHOI MICbKOT
3a0y008u, AKI 6UMA2alomb IHMENEKMYalbHux ma aoanmueHux cmpameeiti YNpasuinHa Oasl 6paxXy6aHHs.
OuHamiyHux excniyamayiunux gaxkmopies. Ilpedcmasneno iHpopmayitino-opicHmosamny cucmemy MoOem08ans
ma onmumizayii 015 homoenekmpuunoi ycmanosku Ha (pacadi comento «River Parky 3 euxopucmanuam PyPSA
07151 MOOENI0BakH s cucmemu ma bazamoazenmno2o 2nuboko2o Q-naguanns (DQN) dst onmumizayii ynpasninmsi.
Hocniooxcysana cucmema mae nomyoscnicmos 30,2 kBm (nocmitinuii cmpym) ma ineepmop 30 kBm (3minnul
cmpym) i3 piunoto eenepayicio 23,38 MBm-200. Koegiyienm npodyxmuenocmi (PR) cmanosumo 84,3% na
ocHogi memeopoaoziunux danux Meteonorm.

Hna niosuwenns egexmusnocmi pobomu Oy10 po320pHymo 6a2amoazeHmuy cucmemy HAGUAHMA 3
niokpinaennsam (MARL), sxa exmouac mpu 63acmoolioui azenmu: azenm ouuujentss (015 3MEHUEHHS 8Mmpam
uepes 3a0pyOHeHHs), azenm Kyma Haxuiy (01 Makcumizayii COHAYHO20 ONPOMIHEHHs) ma azeHm iHeepmopa
(Onst onmumizayii epexmusnocmi nepemeopennst). Kooicen acenm nasuascs y cepedosuwi PyPSA—OpenAl Gym
3 BUKOPUCMAHHAM CREYidNbHO PO3POONEHUX PYHKYIL BUHASOPOOU.

Banioayis MARL-cucmemu npogoounacs wiiaxom nopieHsHHs OpuiHaibHOI ma onmumizo8aHoi 6epciil.
Peszyromamu noxasanu 3pocmarnus micsiunol 8iodaui 6 eHepzocucmemy matiice 015 6CIX Micayis, cmabinvbre
nokpawenus PR, a maxooic cymmese 30invuienns piuno2o supodimky enepeii 3a yMo8u UKOPUCTNAHHI HABYAHHSL
3 niokpinaennam. Ompumani pesyrvmamu niomseepodicyioms nomenyian mooyienoi MARL-cucmemu ona
onmumizayii ¢pacaonux GomoenreKmpuyHuUX cucmem y pearbHOMY 4YAci 8 YMO8AX MICOKUX eHepeemuyHuUx
cucmenm.

Knwouosi cnosa: sionosnosana enepeemuxa, inmeneKmyanbHe YNPAGNIHHA, WIMYYHUL [HMeNeKn,
MawunHe HABUAHHSA, eHepeemudna eqh)eKmugHiCmb, COHAYHI eleKMpoCcmanyii, pacadui eenepayiini cucmemu,
KOMR'tomepHe MOOeNo6anHs, a0anmueHi mexnoaoeii, ypoanicmuuna enepeemuxa

Beryn

3pOoCTalouMii MONMUT Ha YHCTI CHEPreTHYHI PIlICHHS BHCYHYB COHSYHI €HEPreTH4HI CHCTEMH B LIEHTp
robanbHUX CTpaTeriii pO3BHTKY BiIHOBIIOBaHOI eHepreTuku. Xoua doroenekrpuuni (PV) TexHomorii
3a0e3reyuyoTh 3Ha4YHI €KOJIOTIUHI IepeBard, iX MmMpoKoMmaclTaOHe BIPOBA/UKEHHS CTHKA€THCS 3 ICTOTHUMH
BUKJIKAMH, ITIOB’SI3aHUMH 3 €(DeKTUBHICTIO, IO CTPUMYE peai3alilo IXHROr0 MOBHOTO moTeHmiany. CoHsSYHI
YCTaHOBKH (YHKIIOHYIOTh y TOCTIHO 3MIHHUX TPHPOJHO-KIIMATHYHHUX YMOBaX, A€ Taki (aKTOpH, 5K
nepioJiMYHa XMapHICTb, CE30HHI KOJHMBAaHHs Ta Jerpajalis oOiaHaHHS, CTBOPIOIOTH CKIIAIHI ONTHUMI3awliiHi
3ajayi, 3 SKUMHU TPaJULiHHI CHCTEMU KepyBaHHS He 3aBXK/H 3[1aTHI BIIOpPAaTUCs e(heKTUBHO.

3BHYAliHI MiJXOAM /O YNPABIIHHS IPYHTYIOTHCS HAa CTATMYHMX IapaMeTpax 1 PeakTUBHUX CTpaTerisx
TEXHIYHOT0 0OCIyroBYBaHHS, 110 3aJIMIIA€ HEpeali30BaHUMH 3HAUHI pe3epBU MiJBUILEHHS NPOIYKTUBHOCTI. LIi
00MeXeHHS 0COOJIMBO BHUABISAIOTHCS B YMOBaX MICBKOTO CEPEAOBHINA, /I IHTErpoBaHi B OyAiBIIi COHSIYHI MacuBU
3MYIIEHI BPaXOBYBAaTH YHIKaJbHI MIKpOKJIIMATHIHI YMOBH, IPOCTOPOBI 0OMEXEHHS Ta BapiaTUBHICTH MPOQiTto
€HeprocroXuBanHsi. HesnaTHicTe AMHAMIYHO ajanTyBaTHUCS 10 0OaraTOBUMIPHUX BHUKJIMKIB HPHU3BOJHUTH JI0
CyO0ONTUMAaJILHOTO BUPOOHHIITBA €HEPTil, 3pOCTaHHS EKCIUIyaTallifHNX BUTPAT Ta CKOPOUYECHHS TEPMiHY CIyXOH
CHCTEM.

OcraHHi JOCATHEHHS Yy c(epi OOYMCITIOBAILHOTO IHTENEKTY Ta aHANITHKH JaHUX BiJKPUBAIOTH HOBI
MOXJIMBOCTI JUIsl TpaHc(hOpMAIl MIIXOMIB 70 YNPaBIiHHI COHSYHUMH €HEPreTHYHHMH cucTteMamu. Po3poOka
OB IHTENEKTyalbHUX apXITEKTYp KEepyBaHHS, 3laTHUX OOpOOJIITH JaHi MPO AOBKULISL B PEXHUMI PEaIbHOTO
yacy, HpOrHO3YBaTH TEHACHII MPOJYKTUBHOCTI Ta aBTOHOMHO KOPUI'YBaTH IapaMeTPU CHUCTEMH, JO3BOJHThH
JIOCSITTH CYTTEBOTO MiJBUIICHHs e()eKTUBHOCTI. BogHOUac HasIBHI HAYKOBi JOCIIIKEHHS 1€ HE 3alpOTIOHYBaJIH
KOMIUIEKCHHUX PIlIeHb, IO OXOIUTIOBAIH O yBECh CIIEKTP TEXHIYHHUX i €KCIUTyaTaliiHUX 3aBJaHb Ta BOJHOYAC
3anumanycs 6 IpUAaTHAMH T TPAKTHIHOI peasi3arii.

Ie#t po3puB y MOKIMBOCTSIX ONTHMI3allii CTAHOBUTh KPUTHYHHN Oap’ep HA MUIAXY JOCSTHEHHS OBHOTO
MMOTEHIIAY COHIYHOI €HEPTETUKH B I'II00AJLHOMY IEPEXOl O BIAHOBIIOBAHUX KEPEN, 0COOJMBO B YMOBax
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IIUTEHOT MiChKOT 3a0yTOBH, JIe IPOCTOPOBI OOMEXKEHHS Ta CHenudika eHEprocIoXUBaHH CTBOPIOIOTH OCOOIMBO
CKJIaJIHI YMOBH €KCILUTyaTalii. PO3BUTOK OiIbII TOCKOHAINX METOMOJIOTIH KepyBaHHS MOXE CYTTEBO ITiJIBHIIUTH
€KOHOMIYHY JOLIJIBHICTD 1 €KOJIOTiYHY €(EeKTUBHICTH BUPOOHHIITBA COHSYHOI €HEprii y CBITOBOMY MacuITaoi.

Oenao nimepamypu

Consuni ¢oroenextpuuni (PV) cucremu € KIIOYOBUM €IEMEHTOM CYYacHOI TI00aibHOI €HEPreTHKH,
OpIEHTOBaHOI Ha PO3BUTOK CTAIMX AJIbTEPHATHB. Y 3B’A3KYy 3 iX MIMPOKUM PO3TOPTaHHAM, 3a0e3ledeHHs
OINITUMAJIFHOT IPOAYKTHBHOCTI PO3IJISIAETHCS K OJHE 3 MEPIIOUEPrOBHUX 3aBAaHb HAYKOBHX MOCHiKeHb [1]. V
IIFOMY KOHTEKCTI ITiJ] OITUMI3aIli€l0 PO3YMIIOTh €(pEKTHBHE PETryIIOBaHHS TaKUX (PaKTOPiB, IK BUPOOITOK SHEPTii,
KOeQIIiEHT ePeTBOPEHHS MOTYKHOCTI, BIZIMOBOCTIHKICTE Ta GayaHc MiX BapTICTIO i eeKTHBHICTIO [2].

Knacwyni mimxomam no onrumizamii PV-cucteM BKIIOYalOTP BUKOPHUCTAHHS EBPUCTHYHHUX AITOPHUTMIB,
MaTeMaTHYHOTO MPOTPaMyBaHHS Ta iHTeJIeKTyanbHUX MeTomiB [3]. EdexruBHicTs 1X peamizarii migTBeprKeHa
PSAIOM TOCIiIKEHb, OHAK 3TayBaHi METOAM YacTO BTPA4aloTh e(heKTUBHICTD IIPH KOJMBAHHAX COHSTHOI pasiamii
Ta TemrepatypH [4].

CydacHuii eTarm po3BHTKY OOYMCIIOBATEHHX METOIIB BiIKPHUB HOBI IEPCIEKTHBH Yepe3 3aCTOCYBAHHS
HaBuaHHsa 3 migkpimienasMm (Reinforcement Learning, RL) y kepysamui PV-cucremamu. RL-anroputmu
JIO3BOJISIIOTH areHTaM (OpMyBaTH TOJITHKH Ha OCHOBI B3a€MOIIi i3 cepemoBHIIeM 0e3 HEOOXiITHOCTI SBHHX
mojeneit [5]. Byio noseneno, mo RL-MeToan moxyTh edexTHBHO pearyBaTu Ha atMocdepHi 3minu [6], oxHak
kiacuuHi Q-learning-apxiTektypu MaroTh 0OMEXKEHY 3IaTHICTD 10 y3aralbHEeHHs [pu MaciitabyBaHHi [7].

Deep Q-Network (DQN) — ribpun rnmmbunHoro HaBuanHs T1a Q-learning — edexTuBHO Bupillye
npobiieMy BHCOKOpO3MipHUX TpocTopiB craHiB [8]. DQN yske 3acrocoBano B 3amadyax MPPT mpu gacTkoBoMy
3atinenHi [9], y cucremax i3 «posymuuMi» inBepropamu [10], y ribpuasux cuctemax 36epiranus eneprii [11], a
TAKOX y PO3IO/IiI MOTYKHOCTI B MiKpOMepexax y peaqbHoMy 4aci [12].

Brim, moganbiinii po3BUTOK ONTUMI3AMIHHUX CHCTEM BuMarae 6aratoarentHoro miaxoay (Multi- Agent
Reinforcement Learning, MARL). MARL -apXiTekTypH J03BOJNSAIOTH CTPYKTYPHO Ta (yHKI[IOHATEHO
PO3IOIUTATH IHTEIEKT cepe] KoMnoHeHTiB PV -cuctem [13], 1o mokpariye MamTaboBaHiCcTh i CTIHKICTh CHCTEM.

Merta cTatTi nossirae B po3po0ui Ta Bayiiaii HoBoi 6araTr0areHTHOI CUCTEMHU TIIMOOKOTO HABYAHHS 3
MIAKPIMJICHHSIM JJIs ONTHMI3alil acamHO-IHTErpoBaHUX (OTOraNbBaHIYHUX CUCTEM y MICHKOMY CEpPEIOBHILI.

MartepiaJ i pe3yabTaT J0CTiIAKeHb

VY 1poMy AOCITIKEHHI PO3TIIAHYTO ePeKTUBHICTH Ta onrumizarito PV-cucremu (River Park, dacan) i3
BUKOPDHCTAHHSIM EMITIPUYHUX TEXHIYHMX XapaKTEepUCTHK Ta iHTerpauii MmereoposioriyHux JaHux. Cucrema
BKJIFOYA€ MOJIYJIb 3 HOMIHAJIBHOIO MOTYKHICTIO Ha Oo1i moctiitHoro ctpymy (DC nameplate) 30,2 kBt Ta inBepTop
i3 HOMIHAJBHOIO MOTYXKHiCTIO Ha Oori 3minHoro ctpymy (AC nameplate) 30,0 kBr. CuissigHomennss DC/AC
cranoButh 1,01, mo 3abe3nedye maibke 30anmaHcOBaHy KOH(Irypamito, MIHIMI3yIOUHM BTPATH Bifl BTPaTH Bix
00pi3aHHs IHBEPTOPOM i BOJHOYAC MIATPUMYIOUH e(peKTHBHICTH IHBEPTOPA.

Piunnit Bupo0biTok cuctemMu craHoBuTh 23,38 MBT roa npu koediuienti npoaykrusrocti (performance
ratio) 84,3%. lleii moka3HUK BigoOpakae e(EKTHBHICTh IEPETBOPEHHs COHSIYHOI pajiamii y KOPHCHHIA
SJIEKTPUYHHUN BHXIiJ| 32 3aJaHUX eKCIUTyaTaliiHuX ymoB. Jlns BpaxyBaHHS KiIiMaTHYHOI MIHJIMBOCTI Ta
crienuivHUX YMOB iHCOJISAIT OyIi0 BUKOpHUCTaHO MeTeoposoriunuit Habip Typical Meteorological Year (TMY)
i3 MPOCTOPOBOIO po3aiabHOIO 3matHicTiO 10 kM, Hamanuit Meteonorm 7. Ile mo3Bonmio 3a0e3MEeYUTH TOYHE
MO/JICJTFOBAHHS JTOCTYIMHOCTI COHSYHOTO PeCcypcy Ta MOBEAIHKUA cucTeMH y daci. Kpim Toro, sik KiIH04oBHI
MOKAa3HHUK e(QEeKTHUBHOCTI Oyino BHKOpHCTaHO muToMuii BupoOitok (specific yield), mo cranosus 773,2
kBT ro/kBTp. [loeqHaHHS BUCOKOTOYHUX METEOJaHHX Ta JOKYMEHTOBAaHMX TEXHIYHHX IapameTpiB 3ade3nedye
HaJIIHY METOJIOJIOTiI0 MOJICITIOBAHHS Ta aHaji3y pobdotu PV-cucremu.

Ananiz empam

JIJIs OIiHKY eKCIUTyaTamiifHol epeKTHBHOCTI PV-ciucTeMH poBeIeHO eTaabHUN aHalli3 BTpAT Ha OCHOBI
Pe3yJIbTaTiB MOJCIOBAHHS Ta EMIIPUYHMX NaHUX. [IpoayKTHBHICTH cuCTeMH OYJI0 pO3MOIUICHO 3a KaTeropisiMu
BTpaT 3 METOIO iieHTndiKkanii Ta KijabKicHOI oliHKK HeedekTHBHOCTEH. HaliOlIbInii BHECOK Yy 3arajibHi BTpaTH
CTaHOBWJIA BTpara Bia BigOWUTTS coHSYHOTO cBiTNAa - 4,7%, nmami BTpaTH BiJ HEBIANMOBIIHOCTI MapaMeTpiB
(doroenementiB — 3,5% ta temnepatyphi Brpat — 3,1%. 1li ¢pakropu nepeBakHO BUHUKAIOTh HA PiBHI MOJYJIiB
1 € KITIOYOBUMH JJIS1 OLIHKK €(peKTHBHOCTI KOHCTPYKIIi MaHenel ta cnenuivHuX yMOB po3TalryBaHHA. Brparn
BiZl 3a0py/AHEHHsI Ta BiJ PIBHS ONPOMIHEHHsS CTaHOBHIM BifmoBinHo 2,0% i 1,7%, mo BimoOpakae BILIMB
HaBKOJIMIITHBOT'O CEpEeIOBHUIA Ta YMOB TEXHIYHOTO 0OCITyroByBaHHSA. BTpaTtn iHBepTOpa mif 4ac mepeTBOPEHHS
DC-AC nopisaroBanu 1,6%.

Hesnauni BTparn 3adixcoBano B AC-cuctemi ta mpoBomui (mo 0,1% koskHa), IO CBIAYMTH IIPO
e(EeKTUBHICTh €JEKTPOTEXHIYHOTO KOMIIOHYBAHHS Ta KOPOTKI TpacH nepenadi. BaxxmBo Bif3HAYUTH, IO BTPATH
BiZ 0Opi3aHHs iHBepTOpOM Ta 3aTiHeHHs cTaHoBWIM 0%, M0 NEMOHCTPYE ONTHMAIBHICTh NPOEKTHUX PIllICHb
I110/10 PO3MIPHOCTI iHBEpPTOpa Ta PO3TalllyBaHHs MaHesel 0e3 3aTiHeHHSI.

Howminanbui mani renepanii eneprii PV-cucremn Oynu oTpuMaHi B pe3ysbTaTi NMPOBEICHOTO HpOLECY
MOJICJTIOBAHHS i3 3aCTOCYBaHHM CIICLiaNi30BaHOro IporpamMHoro 3abesnedeHus HelioScope.
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Sk mokazano B Tabmuii 1, momicsaanii mpodisk BUpoOITKY eHeprii PV-cucTeMu JeMOHCTPYE BUPaKEHY
CE30HHY BapiaTUBHICTh. MakCUMaIbHUN BUXiJ] 3a()iKCOBAHO Y JIUITHI Ta CEPITHI, [0 CTAHOBHB BiqNoBigHO 2 5414
kB1-rox Ta 2 545,4 kBt ron. Llel mik 30iraeThecs 3 HAWBUIIIMMHU 3HAUYCHHSIMU OTIPOMIHCHHS HA IUIONIMHY MACHUBY,
IO MiITBEPIKYE CHIbHY KOPEIAIII0 MK TOCTYMHICTIO COHSYHOTO PECYpCy Ta MPOMYKTHBHICTIO CHCTCMHU.

Ta6uuis 1 — 3HaueHHs reHepaitisi coussyHol eHeprii momicsiuno st PV-cucremu (River Park, dacan).

SarammHa Paianin na . HominajabHa I'enepanisi B
Micsis TOPU30HTAIbHA TUIOLUHY 3artinenns ——— MepesKy
paniauis MacCHBY (kWh/m?) (KWh) (KWh)
(kWh/m?) (xBT°'roa/m?)
Ciuenn 23 42.3 42.3 1,225.10 1,153.60
Jlrotuit 32.9 48.3 48.3 1,393.20 1,306.60
Bepesenn 77.4 91.1 91.1 2,600.20 2,394.70
Ksitens 1245 93.7 93.7 2,717.80 2,460.50
Tpasens 156.1 96 96 2,676.40 2,405.70
UYepBeHb 171.2 93.2 93.2 2,583.20 2,299.30
JIunens 172.6 101.4 101.4 2,853.20 2,541.40
Cepnens 139.7 100.3 100.3 2,886.60 2,545.40
Bepecens 94.3 91.4 91.4 2,634.60 2,328.40
Kosrens 55.1 76.6 76.6 2,195.30 1,873.60
Jluctonan 245 46.4 46.4 1,221.00 1,108.00
I'pynens 14.9 295 29.5 858.3 784.5

HaromicTh HaliHMXKYi MOKA3HUKU BUPOOITKY CIIOCTEPIraloThes y 3MMOBI Micsiili, 30kpeMa y rpyaHi (784,5
kBt'rom) Ta ciuni (1 153,6 kBT rom), mo BiAMOBizaE 3MEHIICHUM 3HAYEHHSM 3aralbHOTO TOPH30HTAIBHOTO
OINPOMIHEHHS Ta 3HAYSHHSIMU ONPOMIHEHHS Ha IUIOIIMHY MacHBY, XapaKTEepHUM JUIsl IbOTO 1epiony. He3pakarouu
Ha IIeW Ce30HHHMH cmajl, cucrteMa 30epirae cTabinbHi piuHi HOKa3HUKK €()EeKTUBHOCTI: 3arajlbHUN PIUHUHN BUXIT Y
Mepexy CTaHOBUTH npubin3Ho 23,38 MBT roz.

Cumynsayitinutl ¢petimeopx ma HAIAWMY8AHHI MO0

Constuny PV-cucremy Oyiio 3MOJelibOBaHO 3 BUKOpHCTaHHSM PYPSA, a ontumisaiiio BUKOHAHO 3a
nonomoroto OaratoarentHoro DQN. PyPSA 3acrocoBaHo /it MOJENIOBaHHS EHEProCHUCTEMH, TOII SIK
cepenouiie OpenAl Gym BHKOpHUCTaHO Ui CHMYJIAIIl MOBEMIHKA cHCTeMH. s onTumizamii oKpeMux
KOMITOHEeHTIB 3actocoBaHo DQN 3 kinbkoMa areHTaMu, BKJIIOYAIOYM HAaBaHTAXKEHHS I1HBEPTOpA, 4YacTOTy
OUMIICHHS Ta KyT HaXMIy HaHeJIeH.

Cucrema OyJa IeKOMII030BaHa Ha TPH CIIEIiali30BaHi areHTH:

o Arent A (Cleaning Agent) — minimizye BTpaTh Bin 3a6pyanenus (Soiling 10ss),

e Arenrt B (Tilt Agent) — onrumisye KyT HaxuiTy TTaHeJ e TSl MAKCHMI3aIlii 3aXOTUICHHST 1HCOJISIIII,

e Arert C (Inverter Agent) — HamamroBye mapaMeTpu iHBEpTOpa IUIS JOCSATHEHHS MAaKCHMAaTbHOI
e(eKTHBHOCTI NTEPETBOPEHHS.
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KoxxeHn areHT cmocrepirae peleBaHTHI CTaHM CEpElOBHUINA Ta OTPUMYE IHIUBiAyasbHO C(hHOpMOBaHYy

Bunaropoxy (shaped reward).

JeranizoBaHa apxiTeKTypa MOAENI, siKa MPEeACTaBIsie COO00 MOIYJIbHUH ()peHMBOPK Ha OCHOBI HABYaHHS
3 MiAKPIMUICHHSIM AJIS ONTHMI3alil MpOAyKTUBHOCTI coHsuHHX (oToenekrpuunux (PV) cucrem, 300paxkeHa Ha
(puc. 1). IIporec MOYMHAETHCS 3 BUKOPUCTAHHS 30BHILIHIX JHKEPENT METEOPOJIOTIUHHUX JaHUX, 30KpeMa Habopis
Typical Meteorological Year (TMY) Bix Meteonorm 7. Ili nani 3a0e3medyr0Th KPUTHYHO BaKJIMBI BXimHi
napaMeTpH, Taki K IHCOJIALIS Ta Temnepatypa. OTpuMaHi 3MiHHI JOBKUIIS HAAXOISTh y cuMyJstop PV-cucremu,
smogenboBanuii y PyPSA (Python for Power System Analysis). CumynsaTop HanamToBaHWN BiXIOBITHO 10
XapaKTepPUCTHK CHCTEMH: TIOTYXHICTh Ha 6ot mocTiiiioro ctpymy (DC) — 30,2 kBT, moTykHICT iHBEpTOpa Ha
6omi 3minaoro crpymy (AC) — 30,0 kBr, koedimient npoxykrusaocti — 84,3%. 1ls koudiryparis popmye

0a30By OCHOBY [UISI MOJIEITIOBaHHS pealliCTHYHOI OBEIIHKHN PV-crcTeMu 3a pi3HIX YMOB TOBKUIIIA.

3oBuimui pKepeia NoroTHHX JanHX:
(TMY, Meteonorm 7: onpoMineHns,
TeMIeparypa)

v

Cumyaarop cousqnoi PV-cucremu:
(Moznens y PyPSA)

- INoryxnicts DC: 30.2 kBT
- Inseprop AC: 30.0 kBt
- Koedinicat npoaykTueHOCTL: = 84.3%
- Tabauusg momicausol rerepanii
- TTOTOXH MOTYXHOCTI B peansHOMY uaci (Py)

v

Cepenosume OpenAl Gym:

(Inrepdeiic 11g DON + nHKIY cepegoBHINa)

Arenr A:
Ounmenns
Minimazanis BTpar
Bl 3a0pynens

Arenr B:
Kyt naxuiny
MakcHMmansue
3aXOIUICHHS CORAYHOT

paniaii

Arenr C:
Iaseprop
Onmimizanis
HaBaHTAXKEHHA Ta
HATAITYBAHNS

CrnocTepeikeHHs:
IHconsuis, pisens 3abpynaenocti, KKJ]
1HBEPTOPA, TOLLO.

Buxia PV, noropa, icTopis akTHBHOCTI

OG6unc/IeHHS BHHATOPOIH:

(31 CTPYKTYPOBAHHM ITIIX0/I0M)
IMpupict KK/] qns koKHOTO areHTa:
- BLJ] OMHIIEHHA
- BiJI Kpauioro HaXuiIy
- eHeproe)eKTHBHOTO NEPETBOPEHHA

R’

HuKa no Koay:

Hapuanus -> [{ig + Anani3

Pucynok 1 — Jlemanvna 610Kk-cxema Hanawmysanus mooeni

ISSN 2308-7382 (Online)

157



ISSN 1813-5420 (Print). Enepeemuxa: ekonomixa, mexmnonozii, exonozis. 2025. No 4

BuxinHi gaHi cuMyJsiTopa iHTErpyroThes y cepenopuiie OpenAl Gym, sike BucTymae inTepdeiicom mis
DQN-areHriB, M0 B3a€EMOJIIIOTH 13 CHCTEMOIO. ADXITEKTypa CKJIaJaeTbCs 3 TPhOX HABYAIBHHX arcHTIB, SIKi
OTPUMYIOTh ~ CHOCTEPEXKEHHs, 30Kpema IHCOJILiIo, IHIeKC 3a0pyJHeHHs, e(eKTUBHICTh IHBEPTOPA,
METeopoJIoTiuHi AaHi Ta Buxix PV-cucremu. Moaynbs o0umciaeHHst BUHaropoau GopMmye iHANBIAyalbHI KIFOYOBi
noka3Huku edextuBHocTi (KPI) Ay areHTiB Ha OCHOBI BHTpALIiB Bill OYHMIICHHS, ONTHMI3alil KyTa HAXUIy Ta
e(eKTUBHOCTI nepeTBOpeHHs. LIMKi1 QYHKIIOHYE y peXUMi «HaBYaHHS — J(isl — OLIHIOBaHHS», L0 JIa€ 3MOTY
CHCTEeMI aBTOHOMHO Mi/IBUIIlyBaTH CHEPreTUYHUH BUXiJ Ta EKCIUTyaTaliiiHy e(eKTUBHICTh Y Yaci.

Biaryk cucteMn eHeproroToKy po3paxoByeThes 3a piBHAHHAM (1):
st = [Py, G, B¢, Dy, Gt @

ne G; — cran iHBepTOpa, WO BigoOpaskae poOOYMt PEXUM CHIOBHMX NEpeTBOPIOBadiB; @;— KyT HaXHiIy
consunux maneneit; Dy — cran ounmenns; C; — yMOBHU IHCOJIALLII.
EBoutrottist cepeIoBHIIa OMUCYETHCS (PYHKITIERO TIEPEXOY 38 PIBHAHHAM (2):

Sev1 = f(Se, apwel 2)

Je Ay — Jist areHTa abo KOHTpoJiepa B MOMEHT 4acy i, HapuKJIaJ peryJIloBaHHs KyTa HaXHJIy YU 3aIyCK IIPOLeCy
OYMIICHHS, W;— CTOXacTHYHa 3MiHa MOroJHMX yMoB. Taka Qopmaiizalis Jae 3MOry Mojeni BizoOpaxaru
JMHAMIYHI XapaKTEPUCTHKK CHEPTETHYHHUX CUCTEM 1 I03BOJIstE OaraToareHTHOMY miaxomy reinforcement learning
(RL) ontumizyBaTu BUpOGITOK €HEprii B PeXKUMIi PeabHOTO Yacy.

KoskeH areHT BiINOBiAAE 32 KOHTPOJIb [IEBHOTO IMTiIKOMIIOHEHTA CUCTEMH:

e AreHT A— TUIaHyBaHHS OYHIICHHS;

e ArenT B — onrumizanis KyTa Haxuiy;

e Arent C — kepyBaHHs HABaHTa)XCHHSM iHBEpTOpA.

KoykeH areHT oTpUMye JIOKaJbHE CIIOCTEPEKEHHS 13 INI00aNbHOTO CTaHy CUCTEMH, 0OUpae o Ta 0JepiKye
IHANBiyaIbHy BHHATOPOY.

OyHKiis GopMyBaHHS BUHATOPOIX BU3HAYAETHCS PiBHAHHIM (3):

Ry = a,E; - a,C, - azM, (3)

ne E; — eneprisi, mogana B Mepexy y MomeHt 4acy t; C; — Butparu Ha ounmenss; M; — mrrpad 3a rexuiude
o0CiyroByBaHHsi; (41,05, A3 — BaroBi KoedillieHTH, 10 30aJaHCOBYIOTh EHEpreTHYHy e(EeKTHBHICTh Ta
eKCILTyaTaliiHi BUTPaTH.

CrinpHa onruMizamiiHa OGyHKIS (HOPMYITIOEThCS piBHAHHAM (4), e KOXEH areHT HaBYaEThCs
MaKCHUMI3yBaTH CyMapHy BHHAropoay:

maxg ST oy R 4

Jie Y — Koe(illieHT AUCKOHTYBAHHS.

Pesynemamu ma ananiz

Y 1upoMmy po3aiii MpPEACTaBICHO pe3yJbTaTh CHMYJSILIHHOTO MOJENIOBAHHS, IO JEMOHCTPYIOTh
e(heKTUBHICTh 3aIIPOIIOHOBAHOT0 OararoareHTHOro (GPeMBOPKY ISl i IBUILEHHS POYKTUBHOCTI COHs4HOT PV-
ycTaHOBKH «River Park, ¢acaoy. TloenHaHHS MOJENIOBaHHS CHCTEMH Ha OCHOBI PYPSA 3 kepyrounMu
crpaterismu, nobyaoBanumu Ha reinforcement learning (RL), nasio 3Mory OI{iHUTH BILTHB KOOTIEPATHBHUX arcHTIB
Ha KJTFOYOB1 €KCIUTyaTalliiiHi MOKa3HUKH.

[NopiBHsiHHA Mics4yHOT reHepaii eneprii (y kBr-rom) Mix JBOMa ImifXoAaMH: CTaHAAPTHUM METOJIOM Ta
OINTUMIi30BaHKM METOJIOM Ha ocHOBi RL nozxano Ha (puc. 2). CTOBIYHKH i3 CYLITBHOI 3aIUBKOIO BiTOOPaKalOTh
BUXiJl €Heprii B Mepexy 3a 0a30BMM CLEHapieM, TOAI SIK CyLiIbHA JiHIS 3 MapKepaMH AEMOHCTPYE Pe3yJbTaTH
RL-onrumizarii.

B 000x BHmagkax NPOCTEXKYEThCSI BUpa3Ha CE30HHA IMHAMiKa: MaKCHMajbHI IOKa3HHKH BHUPOOITKY
CIIOCTEPITAIOTHCS y TIEPi0] 3 Oepe3Hs 10 BEPECEHb, TO1 K MiHIMaJIbHI 3HAUEHHS XapaKTepHi IS epioxy Mi3HbOT
OCEHi Ta 3UMH (JIUCTOMNAM, TPYACHb, CiYeHb, TFOTHH).

Ha rpadix HakmameHo 4epBOHY JIHIIO 3 MapKepaMH, sKa BioOpaxae cepeHiil MOMiCSYHUN BUPOOITOK
€Heprii, JOCATHYTHH 3aBIsSKM onTuMi3amii Ha ocHOBI RL. Ilg miHis cTabinmbHO po3TamIoBaHa BUINE 3a BUXIiTHI
CTOBITYMKH, IO CBIAYUTH PO BUIIKI PiBeHb BUPOOITKY eHeprii RL-onTuMi3zoBaHOi cucTeMn B KO)KHOMY MiCSIIIi.
YucnoBi 3HAUEHHS HAJl JTIHIEIO BiIOOPaXKarOTh MPUPICT MPOAYKTUBHOCTI, sikuit kosimBaeThest Bin 50 1o 100 kBt ron
mowmicsist. CranpapTHe BiAXWieHHS pe3ynbTaTiB RL 3a KibKOMa CHMYJISLISIMH TTO3HA4YEHE 3alITPUXOBAHOIO
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obmnacTio, ska JEMOHCTPYE piBeHb HEBM3HAYEHOCTI y mpoAyKTuBHOCTI RL. Takum ymHoM, RL-onTmMmizaris He
nuiie 3abe3neyuye cTabiibHE MiIBUILCHHS BUPOOITKY €HEprii IPOTAroM poOKy, aje i rapaHTye KepoBaHHI piBeHb
BapiaTMBHOCTI y KPUTHYHI IIEPi0JIM €HEProCIOKUBaHHS Ta TeHeparii.

Micauna resepams edeprii 3 RL- oornnnsameo & Bapadetssiets

Luepr {Kwh)
W
o
o

1000

500

0 4 — 7 n

Pucynox 2 — [lopigHanHs 3HAUeHb WOMICAYHOT 2eHepayii enekmpoeHepeii 8 Mepedtcy Midc HOMIHATbHOK
cucmemoio ma RL-onmumizosanoio.

Hlomicsunuii koedimient npoaykrurocTti (Performance Ratio, PR) mis 1BoX miaxo/iB mpencTaBieHO Ha
(puc. 3).

PR € HOpMai30BaHUM MOKa3HUKOM, IO XapakTepu3ye e(eKTUBHICTh MEPETBOPCHHS JOCTYITHOI €Heprii y
KOpHUCHUIA efekTpuuHuit Buxia. HaiiBui 3uauenns PR (0,72-0,75) 3adikcoBaHo y civHi Ta JIIOTOMY, IO CBiI4UTH
PO ONTHMajJbHy po0OOTYy cucTeMHu B Ii Micsmi. [TounHarO9u 3 >KOBTHS, CHOCTEpIraeThcs pi3Ke 3HIKCHHS
KOe(ili€HTY MPOAYKTUBHOCTI, 3 OCOOIMBO BHPaKEHUM TaliHHAM Yy JUCTOMA/ Ta MiHIMATFHIMHU 3HAYCHHSIMH B
rpyaHi (Hmwxde 0,3 g 000X Bepciit cuctemn), Mo, HMOBIPHO, 3yMOBIICHO 3MEHIIEHHSIM COHSYHOI iHCOIIAIIT a00
O1IBII JKOPCTKUMHU €KCILTyaTalliiHUMH YMOBaMHU.

VY OGuibiocti MicsuiB RL-onTuMmizoBanuii koedillieHT MPOIYKTHBHOCTI 30epirae JNenio BHUILI 3HAYCHHS
MOPIBHSHO 3 OPUTiHAIBHKM, 1[0 0COOJIMBO TIOMITHO y KBIiTHI, TpaBHi, JIucTonaai Ta rpyaHi. Lle niareepaxye, 1mo
3acrocyBanns reinforcement learning (RL) 3a6e3meuye Ginbin edekTHBHY poOOTY CHCTEMH 3a YMOB 3MiHHOI
iHcousiii. Y mepioz i3 GepesHst o BepeceHb 00u/IB1 KpHBi KO(DIIEHTY MPOLYyKTUBHOCTI 3aJIMILIAIOTHCS BiJTHOCHO
crabinpaumu (0,63-0,67) 3 MiHIMAIGHMMH BiAMIHHOCTSIMHM, IO CBIAYMTH HPO OOMENKEHI MOMIMBOCTI ISt
MOJJANTBIIIOT ONTHMI3aIlii B MICSIIIX i3 B)KE€ BUCOKOIO €(EKTHBHICTIO.

[ToctymoBe HakOTMYEHHST BUPOOITKY €HEPTii MPOTATOM POKY JJIS JBOX IiIXO0JiB — OpHUriHanmbpHoro Ta RL-
ONTHMI30BaHOTO MPOLTIOCTPOBaHO Ha (puc. 4). OOuIBa METOAN IEMOHCTPYIOTh CTAbIIBHO 3POCTAIYUI TPEH]I,
IO MiATBEPIKYE Oe3nepepBHY I'eHEPALlito CHeprii BIPOJOBXK POKy. BomHouac kpuBa RL-ontumizoBaHoi cucteMu
TIOCTIITHO pO3TaIIOBaHA BUIIE 32 BUXIIHY, IO CBIIYUTH PO BHUIIY ePEeKTUBHICTH 300py €Hepril.

Pi3HuI MiX TiAX0JaMU CTA€ OCOOJIMBO MOMITHOO 3 CEPEIUHM POKY, 30KpeMa MiCyisl YePBHS, 1[0 BKa3ye
Ha 31aTHicTh RL-migxoay eexkTMBHO HaBYaTHCS Ta aganTyBaTHCS A0 3MiH JOBKULIS YU JIUHAMIKH POOOTH
cucremu y daci. Jlo rpyaas RL-omrumizoBana cuctema mocsrae gemo Oinpm HibK 25 000 kBrrom. Ils
KyMyJISITHBHa TiepeBara IOBOJIWTH, IO HAaBiTh BiTHOCHO HEBEIHKi IIOMICSYHI HMPUPOCTH, AOCSATHYTI 3aBISKH
reinforcement learning (RL) y mifcyMKy HakomH4yrOTHCS Ta 3abe3MedyroTh BiqUyTHE MiJBHIINECHHS DPIiYHOTO
BUPOOITKY eHeprii.

Sk nmokaszaHo Ha (puc. 5) - RL-onTumizoBaHa cuctema 3abe3neuye cTabiIbHO BHINUH piBeHb BHPOOITKY
€Heprii, 10 MiATBEPPKYETHCS K BHIIMM MEAIaHHUM 3HAYCHHSM, TaK 1 3arajlbHUM 3MIIIEHHSIM PO3NOJUTY y Oik
Oimpmoi mponykTuBHOCTI. Jliama3oH Bapiamiii y 000X BHIAJKaX 3ajMINAE€ThCS HE3HaYyHMM, onHak RL-
ONTHMI30BaHa CHUCTEMa JEMOHCTPYE JEII0 OUIbLIy AWCIEPCII0 Yy MeXax BHIIOTO PiBHSA MpOAyKTHBHOCTI. Lle
CBiTYMTH TIPO Te, 10 onTUMi3aris Ha ocHOBI reinforcement learning (RL) miaBuiye 3araapHuil BUXix eHeprii B
MEpEXKY.
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Pucynox 3 — I paghix womicsunozo xoeghiyicuma npooyxmusnocmi (Performance Ratio) ynpodoeoic poxky.
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Pucynox 4 — I'paghix sanesxcrnocmi naxonuuenoi enepeii 6i0 koeiyicnma npoOyKmueHOCmi 3 ypaxy8anHsIm
sapiayii.

BucHoBkH

HocripkeHHs miaTBepkye ebekTUBHICTh BUKOpHcTaHHs reinforcement learning (RL) mis ontumizamii
MEPEeKEBHUX EHEPreTHYHUX CHCTeM. Y TIOpPIBHSHHI 3 0a30BOI0 cTpaTeriero, Mojaenb Ha ocHOBI RL craGinmbHO
3a0e3mnedye BUIMNN MiCSYHUHN BUPOOITOK eHeprii, 0coOIMBO y mepioan HU3bKOI renepanii. OTpruMaHi pe3ynbTaTa
cBiguaTh, mo RL-areHT yCHimmHO ajganTyeThCsl 0 CE30HHWX Ta EKCIUTyaTallifHMX Bapiamii, HmiATpuMYyun
e(eKTHBHICTH POOOTH CHCTEMH 32 YMOB KOJIMBaHb 30BHIIIHIX (AaKTOPIB.

AHaJti3 KyMyJIITHBHOTO BUPOOITKY MiATBEPKYE TOBrocTpokoBi nepeBaru RL-ontumizamii. Jlo KiHII poKy
RL-ontumizoBaHa cucteMa nepeBuInye 6a30By 3a CYKyIHHM €HEPreTHYHUM BHXOZOM. 3 TeXHIYHOT TOUKH 30Dy,
Ppe3ybTaTh JOCHIiIPKEHHS MATBEPIKYIOTh, 110 RL € MacmTaboBaHUM Ta afaTHBHUM iHCTPYMEHTOM KepyBaHHS,
SKAH Ma€ 3HAYHUI MOTEHIial JUIsl HIMPOKOTO BIIPOBaDKEHHS Y cepi iHTerpaii BiTHOBIIOBAHUX JDKEPEIT eHeprii.
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OPTIMIZING FACADE PHOTOVOLTAIC SYSTEMS
USING REINFORCEMENT LEARNING

Optimizing solar photovoltaic systems in complex urban environments requires intelligent and adaptive
control strategies to account for the dynamic operational factors. This study presents a data-driven simulation
and optimization framework for the “River Park, Facade” solar Photovoltaic installation using PyPSA for system
modeling and multi- agent Deep Q-Learning (DQN) for control optimization. The system under study features a
30. 2 kW DC-rated array and a 30 kW AC inverter, with a measured annual output of 23. 38 MWh. The
performance ratio (PR) of 84.3% based on meteorological inputs from Meteonorm are used for the analysis. To
enhance operational efficiency, we deployed a multi-agent reinforcement learning (MARL) framework that
exploits three cooperative agents: a cleaning agent to mitigate soiling losses, a tilt agent to maximize irradiance
capture, and an inverter agent to regulate conversion efficiency. Each agent was trained within a PyPSA— OpenAl
Gym environment using shaped rewards aligned with specific loss categories. The MARL system was validated
through comparative overlay plots of the original system versus the RL-optimized version. Results demonstrate an
increased monthly grid output in nearly all months and a slight but consistent improvement in PR. Additionally,
higher cumulative energy production throughout the year, and a notable gain in total annual energy yield was
observed in case of RL-enhanced regime. These findings confirm the potential of modular, reward-shaped
MARL for real-time optimization of facade-integrated solar Photovoltaics systems for smart building energy
systems in urban settings.

Keywords: reinforcement learning, photovoltaic system optimization, multi-agent systems, deep Q-
learning, solar energy, smart buildings, performance ratio, energy efficiency, real-time control, urban renewables.
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